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Abstract 
Intelligent transportation systems (ITS) focus to generate and spread creative services related to different 

transport modes for traffic management and hence enables the passenger informed about the traffic and to use 

the transport networks in a better way. Intelligent Trip Modeling System (ITMS) uses machine learning to 

forecast the traveling speed profile for a selected route based on the traffic information available at the trip 

starting time. The intelligent Parking Information Guidance System provides an eminent Neural Network based 

intelligence system which provides automatic allocate ion of parking's through the Global Information system 

across the path of the users travel. In this project using efficient lookup table searches and a Lagrange-multiplier 

bisection search, Computational Optimized Allocation Algorithm converges faster to the optimal solution than 

existing techniques. The purpose of this project is to simulate and implement a real parking environment that 

allocates vacant parking slots using Allocation algorithm. 

Index Terms- Neural networks (NNs), traffic data, trip , and parking slot. 

 

I. INTRODUCTION 
In the day-to-day life, car has been used by many 

people since it is one of the convenient means of 

transportation. Parking the vehicle after a trip has 

been a regular one, as the usage of it has been 

luxurious. Most of the existing car parks are not 

systematic and manually managed. It takes too much 

time for the drivers in searching the vacant parking 

spaces. 

Finding a vacant parking space is a common 

problem in most urban cities which especially occurs 

in popular and well travelled places like shopping 

complexes, stadiums and other well travelled areas or 

tourist attraction spots. This situation has become 

more serious especially during their peak time, be it 

holiday seasons, any other festivals. The existing car 

parks are not well managed and it makes driver 

frustrated in finding an available parking spaces. 

We present in this paper an intelligent system, 

i.e., Intelligent Parking Information Guidance that 

performs two functions. First it analyse the time to 

reach the destination from the source with the help of 

ITMS (Intelligent Trip Modeling System). Second it 

displays the available parking areas near the 

destination and book the slot for the user. Further this 

project focuses on developing trip  modeling 

techniques that can accurately predict traffic flow, 

travel speed, and travel time for a given trip route 

based on the available traffic information at the start 

of the trip. A trip modeling problem is to develop 

techniques for generating accurate traveling speed 

profile from an origin to a destination for a 

given traveling route. 

 

Intelligent Trip Modeling System (ITMS), is 

developed using machine learning for the 

prediction of the entire traveling speed profile of 

a given route at the trip starting time. The ITMS 

consists of two major components: the Speed 

Prediction Neural Network System (SPNNS) and 

the Dynamic Traversing Speed Profile (DTSP) 

algorithm. The SPNNS contains neural networks 

(NNs) trained to make short-term traffic 

forecasts at traffic sensor locations. The 

forecasting is made based on weekdays, traffic 

congestion levels, and the length of forecasting 

time intervals. The SPNNS can predict the traffic 

speed at each sensor location in short terms up to 

30 min ahead of the beginning time of a trip based 

on traffic sensor data available only at the trip 

starting time. The second component, the DTSP 

algorithm, puts the SPNNS together with the 

dynamic traversing algorithm to generate the 

whole speed profile from the trip origin to the 

destination by traversing the space and time domain 

and calling the SPNNS with dynamic time 

intervals. This paper focuses to analyze the traffic 

between source and destination and predicts the time 

to reach destination using ITMS. Based on time to 

reach the destination, slot is allocated for parking the 

vehicle. 

The Intelligent Parking Information Guidance is 

a system which provides details about the nearby car 

park and the number of empty slot available to 

drivers. The information provides the occupancy 

status of car parks or selected car park around the 

city. This system provides parking space information 

and availability of parking spaces. The main purpose 

of this system is to encourage people in using public 
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transportation and can leave their vehicle in the 

provided car park at the public transportation site. 

This paper is organized as follows. Section II 

provides an overview technology related to trip. In 

Section III, we explain t h e  s l o t  

m a n i p u l a t i o n  in detail. The proposed 

Intelligent Parking Guidance System is explained in 

section IV and architecture explained in section V. 

Finally, the conclusion is presented in Section VI. 

 

II. INTELLIGENT TRIP 

MODELING 

TECHNOLOGIES 
This section presents the trip  modeling 

methodologies used to develop the ITMS, an 

intelligent system designed to accurately predict, 

at the beginning of a trip, the traffic speed and 

traveling time from the origin to the destination for 

given freeway route.   

The techniques used in trip modeling can be 

categorized into two models. 

 

A.MODEL-BASED MODEL 

A model-based approach predicts future 

traffic states such as traffic flow and density and 

average vehicle speed on the route of interest 

based on theoretical models. 

There are three different types of model-based 

approaches: macroscopic, microscopic, and kinetic. 

The macroscopic model predicts aggregate traffic 

variables such as vehicular density (vehicles per 

kilometer), vehicular traffic flow (vehicles per 

hour), and average vehicle speed in order to 

describe the traffic situation. The microscopic 

model predicts individual vehicle trajectories, 

based on driver behavior such as car following, 

gap acceptance, and risk avoidance. There is also 

an gas-kinetic model which combines the features 

of macroscopic and microscopic model. This model 

is also called as mesoscopic model and it represent 

the traffic rate at intermediate rate. In general, the 

model-based approaches generally need expertise 

for design and maintenance of the traffic model 

and extensive calibration of traffic model 

parameters on a site-by-site basis. 

 

B.DATA-DRIVEN MODEL 

The data-driven traffic a p p r o a c h e s  

relate observed traffic conditions with current 

and past traffic data without using explicit physical 

traffic models.  

These approaches are fast to develop since 

they do not require extensive expertise on traffic 

prediction . There are four different types of data-

driven approaches: (ARIMA) model, 

nonparametric regression models, Kalman filtering 

model, and artificial NN models.  

Williams and Hoel used the seasonal ARIMA 

model to predict the 15-min highway traffic flow 

from two sensor locations on the freeway. Their 

seasonal ARIMA predictions were compared with 

three heuristic approaches (random walk, 

historical average, and deviation from historical 

average), and they concluded that their seasonal 

ARIMA model offered better accuracy than three 

heuristic approaches.  

Nonparametric regression (NPR) models 

predict traffic states based on a dynamic clustering 

model that identifies group of past cases whose 

input values or states are similar to the state of the 

system at prediction time. You and Kim evaluated 

a nonparametric forecasting model that estimated 

link travel times on congested road networks with 

traffic data from eight freeway loop detectors during 

seven days and arterial traffic data from six roadside 

beacons for a duration of seven days.              

Kalman filtering models have been used to 

predict traffic information based on the o f  linear 

dynamic systems. Suzuki et al. integrated 

artificial NNs with a Kalman filter to estimate the 

travel time and flow along a freeway corridor. 

They selected three origin and destination (O–D) 

data sets (actually, the two O–D data sets were 

subsets of the other data set), and the data on 

spot speed and traffic volume at three O–D pairs 

were collected every 5 min for 10 h for two days. A 

set of mathematical equations provided efficient 

computational means to estimate the state of 

process, in a way that minimized the means of 

squared error. 

Suzuki et al. integrated artificial NNs with a 

Kalman filter to estimate the travel time and flow 

along a freeway corridor. They selected three 

origin and destination (O–D) data sets (actually, 

the two O–D data sets were subsets of the other 

data set), and the data on spot speed and traffic 

volume at three O–D pairs were collected every 5 

min for 10 h for two days. A set of mathematical 

equations provided efficient computational means 

to estimate the state of process, in a way that 

minimized the means of squared error .NN 

approaches are capable of learning how to 

associate and map nonlinear input and output pat-

terns. Traffic information predictions such as 

speed, flow, and travel time are complex nonlinear 

spatial–temporal problems for which the dynamics 

in free-flowing or congested conditions are 

different. 

NN approaches are capable of learning how to 

associate and map nonlinear input and output 

patterns. The main limitations of NN approaches 

are the static NN architecture, which may not 

capture the true dynamics of real-world traffic 

states. The learning capabilities of NNs make them a 

suitable approach for solving the complicated 

nonlinear traffic prediction problem. The NN-based 
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approaches are relatively less sensitive to erroneous 

or missing data, and they are independent of the 

particular geometry of the prediction location. 

Sing and Lebdeh p r o p o s e d  a method 

that combined conditional independence graphs and 

the state-space NN to predict the short-term travel 

time for arterial networks. Sun et al. proposed 

various Bayesian techniques for short-term traffic 

flow prediction and, recently, have introduced a 

method that combined graphical lasso with NNs to 

forecast the traffic flow. Lee et al. proposed a back 

propagation NN method to predict the spot speed for 

the lost link’s speed based on neighboring links’ 

speed. The NN input layer contained the speed of 

four neighboring links, the day of the week, and the 

time of the trip. The ITMS is designed to accurately 

predict speed at multiple time intervals for every 

sensor location along a given traveling route at 

various future time instances. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.1. OVERVIEW OF ITMS 

 

III. SLOT MANIPULATION 
 

The parking lot is designed as shown below: 

 
Fig.2. Empty parking slot 

 

The parking area is designed with five slots. The 

slot is indicated by yellow color if the parking lot is 

empty. If car is parked, then it turns into red color. 

 
Fig.3. Occupied parking slot 

 

 
Fig.4. Slot with three occupied slot and two empty 

slot 

 

The parking slot design is done in the Google 

map. Google map displays the parking lot when user 

enters the source and destination. 

 

IV. WORKING OF INTELLIGENT 

PARKING GUIDANCE 
The Intelligent Parking Information Guidance is 

a system which provides information about the 

nearest car park and the number of vacancies 

available to drivers. The information provides the 

occupancy status of car parks or selected car park 

around the city. This system books the available 

parking area before reaching the destination.  This 

system provides parking space information and 

availability of parking spaces. Intelligent Parking 

Information Guidance is designed to predict the time 

to reach the destination. Based on the time to reach 

the destination slot is allocated to park the vehicle.  

Login page is designed to enter the user details. User 

enters the source and destination and registers the 

vehicle ID into the database. The user details are 

stored into the database. Once the details of the user 

is registered, the map is generated which shows the 

path between origin and destination. 

 
Fig.5. Map showing path between two places 

 

Accurate prediction of the traffic information 

in real time such as flow, density, speed, and 

travel time has important applications in many 

areas, including intelligent traffic control systems 

optimizing vehicle operations, and the routing 

selection for individual drivers on the road. This is 

also a challenging problem due to dynamic 

changes of traffic states by many uncertain factors 

along a traveling route. Then Intelligent Trip 

Modeling System is used to calculate the time taken 

between origin and destination. This model predicts 

or estimate traffic flow, speed, and density at a certain 

spot or section based on the current available traffic 

information. 



A.Saranya Int. Journal of Engineering Research and Applications                                 www.ijera.com 

ISSN : 2248-9622, Vol. 5, Issue 2( Part 3), February 2015, pp.06-12 

 www.ijera.com                                                                                                                                9 | P a g e  

The ITMS contains neural networks to predict 

short-term traffic speed based on the traveling day 

of the week, the traffic congestion levels at the 

locations along the route, and the traveling time and 

distances to reach location. The accurately 

predicted traffic information can be used to 

reduce the uncertainty of the future traffic states, 

improve traffic mobility, and provide the driver 

with a realistic estimation of travel times, 

expected delays, and alternative routes to the 

destinations. 

 
Fig.6. Route is represented by sequence of sections. 

 

Neural Network (NN) contains collection of 

traffic data along a given route. The ITMS consists of 

two major components: the Speed Prediction Neural 

Network System (SPNNS) and the Dynamic 

Traversing Speed Profile (DTSP) algorithm.SPNNS 

algorithm is used to estimate the traffic rate in 

reaching the destination. DTSP algorithm is used to 

provide speed profile for the whole journey. The trip 

modeling problem is formally defined as follows. 

For a given traveling route O_D from an origin O 

to a destination D and the trip starting time t0, a 

trip modeling problem is a technique to predict 

traffic speed along route O_D. In a GIS, a 

traveling route is defined as a course of roadway 

segments that leads a traveler from the origin 

point O to the destination point D. 

Computationally, without losing generality, we 

represent such a route as a sequence of sensor 

locations along O_D, i.e., Ω = 

{x0, x1, x2, . . . , xN}, where x0 is the location of 

the first sensor after the origin location O, and 

xN is the location of the last sensor before 

reaching the destination D of the trip. Fig. 6 

illustrates a route as a sequence of sections. A 

section is defined by the locations of two 

deployed consecutive traffic sensors; i.e., section p 

is the segment of the route between two traffic 

sensors, namely, xp−1 and xp, where p = 

1, . . . , N . 

Mathematically, a trip modeling problem 

is to generate a sequence of predicted traveling 

speed, i.e., TMO_D = {F (xp|t0, Ω, v0)|p = 

1, . . . , N}, where xp is a location of a sensor 

within a selected route Ω, v0 is a set of traffic 

speeds at the trip beginning time t0 provided by 

all the traffic sensors along the selected route, and 

F is a system that predicts the traffic speed 

v̂(xp, t0 + tt[O,p]) at sensor location xp in 

future time tt[O,p] ahead of the trip beginning 

time t0, where tt[O,p] is the predicted time needed 

to travel from origin O to xp. 

The SPNNS generates a map of the traffic speed 

at various time instances in the near future for 

every sensor along the route. The DTSP uses this 

map and generates the traffic speed profile along 

the route and a prediction of time needed to travel 

to any locations along the route from the origin. 

The predicted speed profile is shown below. 

 
Fig.7. Predicted speed profile 

 

After the time is estimated to reach the 

destination, available slot near destination is 

automatically allocated for user. Computational 

Optimized Allocation Algorithm is used to identify 

the specific allotment for parking individual vehicle. 

This is optimal, computationally efficient, Integer-bit 

power allocation   algorithm.  Using efficient lookup 

table searches and a Lagrange-multiplier bisection 

search, our algorithm converges faster to the optimal 

solution than existing techniques. Lagrange solutions, 

Integer-bit restriction, fast algorithm via table look up 

these are all the methods involved in computational 

optimized allocation algorithm. 

Fig. 8. Parking System displays the parking slot 
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The parking system displays the vacant parking 

area near the destination. Then user books the slot for 

parking the vehicle. 

 

V. ARCHITECTURE  OF 

INTELLIGENT PARKING 

GUIDANCE 
In this section architecture of the parking 

system is discussed. Create a basic frame work for 

Neural Network based parking via Google map 

guidance and get the users destination and parking 

information through Graphical User Interface. The 

parking slot design is done in the Google map. 

Google map displays the parking slot when user 

enters the source and destination.  

An interface is developed which provides 

communication between the user and system. 

Intelligent Parking Information Guidance provides 

good interface with user. Configure Google API with 

developed neural network framework. Login   page is 

designed enter the user name and password. Login ID 

can be used for both authentication and authorization 

of user. The Login ID standard provides a framework 

for the communication that must take place between 

the identity provider and the user.  New user enters 

name and password and login to the system to enter 

further details. A database is created using SQL 

Server to store and maintain the details of the user. 

New vehicle registration form is opened after the user 

login into the system. Then user enters the details 

such as vehicle ID, mobile number and Email id and 

register the details into the database. Database store 

all the details for further process. Then user selects 

the source and destination of their trip. Once the user 

specifies the source and destination, the map is 

generated which shows the path between origin and 

destination.  

Then Intelligent Trip Modeling System is 

used to calculate the time taken between origin and 

destination. After the time is estimated to reach the 

destination, Intelligent Parking Information Guidance 

displays the available parking areas near the 

destination.  

Fig.9. Architecture of Intelligent Parking Information Guidance system 
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Fig.10. Flow Chart of Intelligent Parking Information 

Guidance system 

 

VI. CONCLUSION 
We have presented an Intelligent Parking 

Information Guidance system provides an eminent 

Neural Network based intelligence system which 

provides automatic allocation of parking's through the 

Global Information system across the path of the 

users travel. This system also uses ITMS, developed 

to predict the speed profile from the origin to the 

destination of a given route. 

The system contains two major components, 

namely, spot speed prediction (SPNNS) and trip 

speed profile prediction (DTSP). SPNNS algorithm 

is used to estimate the traffic rate in reaching the 

destination. DTSP algorithm is used to provide 

speed profile for the whole journey. These NNs 

were trained with historic traffic data to predict 

traffic speed at each traffic sensor location based 

on the dynamic traffic information available at 

the trip starting time. The proposed system is 

effective in slot allocation. Also this system reduces 

the traffic that occurs during parking. It helps the 

user informed about the available parking areas. The 

purpose of this project is to simulate and implement a 

real parking environment that allocates vacant 

parking slots using Allocation algorithm. 
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